






hidden within a welter of irrelevant hits. And in any case, thinking up exactly which
search terms produce the best results isn't always an easy matter.

I decided to approach the task from a lexical point of view. Plainly the problem
illustrated by 'depression' arises from the polysemic character of that word. In fact it
has four main meanings: psychiatric, meteorological, economic, and geological. If it
were possible to devise a filter which distinguished these meanings, the problem
would be solved. In our prototype scenario, a search-engine user would type in
depression and up would come a menu which w'ould say 'Which sense of depression do
you require?' and the four contexts would appear. The user would click the one
desired, a filter would operate, and only the hits related to the chosen category
would be allowed to appear. The question accordingly was: how to provide the
content for the filter?

The answer was simple, but time-consuming. To continue with the 'depression'
example: if an enquirer wanted to see only web pages to do with the weather, then
all we had to do was predict which weather words (technically, lexemes) were likely
to appear on the page. If depression appears on a page which also contains such
items as rain, low pressure, and windy, then the page is likely to be about
meteorology rather than psychiatry or economics. Conversely, if depression appears
on a page which contains such items as symptoms, illness, and Prozac, then it
probably is not going to be about the weather. So the question now is: how many
items are there in the English language which are available to users to talk about the
weather - or economics - or psychiatry - or geology? If one could predict what all of
these are, then the content of the filter (for these categories) would be
comprehensively defined.

Comprehensiveness is critical. Take this example from the field of e-commerce. I
once went to a retail website and typed into the search box mobile phones. The
answer came up: 'We have no mobile phones'. I knew they must have, so I kept trying.
I typed in mobile phone, then typed both singular and plural forms with and without a
hyphen. Nothing. I typed in cell phone, spaced, hyphenated, and solid, singular and
plural. Nothing. Eventually I discovered that the only enquiry the software would
accept was the phrase cellular phones. Clearly, most people would not have had the
patience to continue their enquiry, and a sale would be lost. It is not a difficult
linguistic task to anticipate all the linguistic variants which identify the notion of a
'mobile phone', but all these alternatives have to be included if a site is to anticipate
all the ways in which it can be interrogated.

There is of course one place where all the lexical items in a language are
comprehensively gathered together: a dictionary. So the research task was now clear:
we had to work our way through all the content-specific items in a dictionary (i.e.
excluding grammatical words such as the and 0[, and semantically 'light' items such as
make and get) and assign each sense of each item to a category in the taxonomy. We
used Chambers 21st Century Dictionary as our basic text, and supplemented this by
specialist works as required and by Internet searches (which provided most of the
proper names - brand names, place names, and the like) that would not normally be
included in a dictionary. The task involved several linguistic considerations:

• Semantically, the lexicographers had to identify individual lexical items,
their senses, and any high-frequency collocations.

42



• Grammatically, they had to identify compounding alternatives (is it
flowerpot or flower pot?) and all inflectional variations (such as singular and
plural of nouns).

• Sociolinguistically and stylistically, they had to identify formal and informal
variants (e.g. television and telly) , regional differences (chiefly American
versus English variants, such as boot and trunk, color and colour), and
within-region spelling alternatives (e.g. judgment and judgement).

Despite all these variables, the number of items in a category is not as large as you
might think: for higher-order categories (such as 'motor vehicles') there might be as
many as five hundred; for lower-order ones (such as a specific brand of car) there
might be less than a dozen. In its current version there are 2776 keyworded
categories in the taxonomy, with an average number of items per category of 104.7,
and a range from 5 to 514. An additional and especially important aspect was that
each item had to be weighted, to indicate its value as an identifier of a category. For
example, the word quarterback is a high-value identifier because it occurs only in the
category of American Football. Depression is a medium-level identifier because it
turns up in at least four categories, as we have seen. And country is a low-level
identifier, because it turns up in dozens of categories (such as in all travel domains).

The entire approach, along with the software which drives it, is now called a
sense engine. It took three years and a team of forty part-time lexicographers to
complete the construction of the lexical database - or, I should say, to complete a
first pass, for this kind of task is never-ending. New terms are constantly being
introduced into a language, and they have to be added to the database - for example,
in 2000 the set of lexical items relating to Iraq did not include the phrase weapons of
mass destruction. This had to be added after 2003. Or, to take a more commercial
example, as new models of motor car come on to the market, their names or model
designations have to be incorporated. It takes one full-time person to maintain the
database in this way.

The industrial goal in all of this can be summed up in one word: relevance. The
aim was to find a way of distinguishing relevant from irrelevant search results. When
Adpepper took over, this criterion became even more important, in the light of such
experiences as the following. A few years ago CNN carried a report of a street
stabbing in Chicago. The ads down the side of the screen said such things as 'Buy your
knives here' and 'Get good quality knives on eBay'. It is clear what had happened. The
primitive software employed by the ad-placement company had found the word knife
a few times and linked this with the only ads in its database which also used the word
- namely, cutlery ads. But the effect was not as intended, and caused much
embarrassment. A sense-engine approach would never have produced such a mis-
assignment. Because it analyses all the words on the page, and assigns all content
words to categories, the classifications of the CNN story would have been to do with
crime, policing, and safety. The ad database would then have been searched for ads
to do with safety measures and crime prevention.

It should be noted that I just said classifications, in the plural. A sense engine
makes no assumptions in advance as to what a page is going to be about. It is tested
against all 3000 categories, to see which ones are relevant. And there are sometimes
surprises. There is a natural intuitive tendency to think that what a page is 'about' is
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the page is about Britney Spears, then once upon a time it was enough simply to
ensure that the ads were about music, rather than about, say, weapons (spears).
Then the demand narrowed: the ads had to be about popular music, and not classical
music. Then the demand narrowed further: the ads had to be about Britney Spears as
such. The most recent demand requires yet a further narrowing: some advertisers
only want their Britney Spears ads to be placed on pages which say nice things about
her. If a new album is. given a bad review, they do not want to be associated with it.
The same point applies to commercial goods. A firm like Hotpoint does not want to
advertise on a web page or forum which says that Hotpoint washing machines are
rubbish. So now there is a new goal, which can be summed up in another single word:
sentiment. Can one identify the sentiment of a web page? It is indeed possible, but it
requires another lexicographic trawl - this time identifying all the words in a language
which express positive and negative attitudes. This linguistic task is trickier.
Compare: 'Britney Spears' latest album is rubbish' vs 'Britney Spears' latest album is by
no means rubbish'. The reversative force of negative words has to be taken into
account. And there are several other syntactic considerations, involving word order
and the use of intensifiers (such as very). An originally lexical exercise now takes on a
grammatical dimension, and the research is forced to move in the direction of the
kind of issue that has long been a central concern of natural language processing.

The industrial world is always changing the goalposts, as it responds to what is
perceived to be the needs of the customers. Within the course of ten years, my
industry-inspired research priorities have changed four times, as summarised in my
watchwords: relevance, sensitivity, localisation, and sentiment. Nor is this the end of
the story. A recent priority in the advertising industry is behavioural profiling. Here
the question is no longer '00 people like Britney Spears?' but '00 you, John Doe, Mary
Smith, like Britney Spears?' Is it possible to tell, from an analysis of your blog, or your
page on Facebook or wherever, what your interests are to the extent that a highly
personalized advertising campaign can be targeted at you? I am not here concerned
with the social or ethical issues involved. It is a complex arena. Speaking personally,
there are some ads I would be very happy to receive, relating to my particular
interests (a new book on The Third Man, for instance, which is my favourite film);
and there are others which would irritate me enormously, and fall under the category
of spam. This is not a linguistic issue. The question for me is: can behavioural
profiling be facilitated by linguistic methodology? I do not think so, but I am not sure.

Whether the research demands can be met is hardly ever a matter of academic
judgement. Costs are always there in the background. Is there enough money in the
system to pay the pipers? Often there isn't. And if an economic downturn comes
along, there definitely isn't. For example, in relation to the localisation exercise, it
would have been possible to translate the lexical database into a dozen languages,
but the cost of hiring and training translators proved to be prohibitive. The company
settled for doing the job by degrees, even though, from an academic point of view, it
would have made much better sense to hire everyone at the same time and to have
everyone simultaneously available to discuss the sorts of problem that come up. That
is how we did it for English in the late 1990s. But a decade on, with a recession
looming, and with an eye on falling share prices and the need to demonstrate
profitability to the market, the extra investment required was simply not available.

Sometimes the factors influencing research priorities, when one works in
connection with industry, are totally unexpected. Let me briefly illustrate from
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